ABSTRACT

We propose a novel method for interaction of humans with real objects in their surrounding combining Visual Search and Augmented Reality (AR). This method is based on utilizing a smartwatch tethered to a smartphone, and it is designed to provide a more user-friendly experience compared to approaches based only on a handheld device, such as a smartphone or a tablet computer. The smartwatch has a built-in camera, which enables scanning objects without the need to take the smartphone out of the pocket. An image captured by the watch is sent wirelessly to the phone that performs Visual Search and subsequently informs the smartwatch whether digital information related to the object is available or not.

We thereby distinguish between three cases. If no information is available or the object recognition failed, the user is notified accordingly. If there is digital information available that can be presented using the smartwatch display and/or audio output, it is presented there. The third case is that the recognized object has digital information related to it, which would be beneficial to see in an Augmented Reality view spatially registered with the object in real-time. Then the smartwatch informs the user that this option exists and encourages using the smartwatch to experience the Augmented Reality view. Thereby, the user only needs to take the phone out of the pocket in case Augmented Reality content is available, and when the content is of interest for the user.

1 INTRODUCTION AND RELATED WORK

The world around us is abundant with objects related to which digital information is available. There are different means to access this information, e.g. by querying the name or a description of the object at a search engine. An alternative approach is to use Augmented Reality technology to recognize the object based on a camera image and then display the digital information registered with the real object in real-time. In handheld Augmented Reality the augmentation usually takes the form of augmented 3D objects superimposed on a live video stream and shown on the display of a smartphone or tablet computer.

Even though there exists digital information related to virtually any real object, in reality only a small fraction of these are recognized by Augmented Reality browsers such as junaio\(^1\) due to required authoring work for making a real object AR-enriched. From the point of view of a user, one of the key missing features of modern AR platforms is the ability to automatically notify the user which real-world objects in the surroundings are enriched with AR, and which are not. In most of the current implementations a user has to know a priori which objects provide AR experiences, or he or she has to continuously scan the environment with a smartphone hoping to find an AR-enriched object. This can be a cumbersome task for users, and it can in the long run decrease the appeal of Augmented Reality technology. Alternatively, real-world objects can be marked with an imprinted sign which announces the existence of an AR experience to the user, e.g. the AR logo\(^2\). In this case deployment of AR technology has to be carefully planned, thus limiting later addition of AR content to real objects on-the-fly.

Our proposed method relies on Visual Search, which is based on visual object recognition. State-of-the-art implementations commonly rely on the Bag-of-Words approach [5], or on Fisher kernels [2], accompanied with a classification method, e.g. support vector machines [1]. The response of a Visual Search method after being provided with an image, usually is an identifier referring to the object or the class of the object captured in the image. After visual recognition, natural feature tracking enables determining the camera’s pose relative to the object in real-time, e.g. [3, 4]. This is the basis for AR visualizations that we perform on a smartphone.

This poster does not aim to make any contributions in the fields of Visual Search or natural feature tracking, but instead combines these two existing technologies to enable a new interaction approach. This takes advantage of camera-equipped smartwatches, that recently became available off-the-shelf. To the best of the authors’ knowledge, our proposed concept is the first to exploit a smartwatch to aid handheld Augmented Reality based on a smartphone, as will be explained in the following.

\(^1\)http://www.junaio.com
\(^2\)http://www.metaio.com/ar-logo
watch. It further matches received images against a Visual Search database using Metaio Continuous Visual Search (CVS)\(^3\). It then transmits the recognition result and digital information related to it to the smartwatch. In case of visual augmentation of the object using Augmented Reality, it is further necessary to utilize camera pose tracking and rendering techniques on the phone.

Our workflow is as follows: the user triggers taking a photo by tapping on the screen and the image is then sent to the phone using Bluetooth. Once the Visual Search component receives the image, it attempts to find a correspondence in the Visual Search database containing encoded descriptions of the visual appearance of objects to search for. For AR-enriched objects, the object representations are usually linked to the corresponding tracking configurations and (3D) augmentation models. In this manner, Visual Search either gives a “not found” response, or a response containing related digital information, potentially including a configuration to track the object and virtual 3D models to be rendered registered with the object. The phone then transmits all information to be shown on the watch via Bluetooth to the smartwatch. It further keeps the remaining files, e.g. 3D models, in main memory to enable immediately running the AR experience on the smartphone.

Some impressions of the prototype implementation can be found in figure 2. Our current implementation takes on average 2.65 seconds from triggering a photo to displaying the Visual Search result on the watch. The majority of time is spent on communication (transmission of images (1.11 s), and background Android tasks (0.66 s)), which we aim to improve in future work.

4 Conclusion and Future Work

The presented combination of a smartwatch and a smartphone is the first implementation of a handheld AR experience aided by a smartwatch. Given rising popularity of such devices, it is expected that such techniques will become more common in the future. With increasing computational capabilities of smartwatches, we also expect to see a migration of certain categories of AR content from smartphones and tablet devices to smartwatches, e.g. visual guidance information and audio augmentations.
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